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Description
This thesis aims to develop a machine-learning based method that can, fully autonomously, learn to control an
arbitrary plant with unknown, linear dynamics such that its output follows a given reference signal quickly and
accurately. The control policy must be trained on a large amount of simulated dynamics to achieve
generalization across a class of system. Guided only by reward, the neural-network based control policy must
learn to implicitly perform system identification and controller synthesis in real-time, i.e. while it is unrolled in
time and iteration domain. By providing additional features that quantify concepts such as, e.g. an interaction
time budget, we enable the control policy to learn to balance the inherent explore-exploit problem. This
problem statement can be formalized as a Reinforcement Learning problem, however, alternative approaches
may also be considered.

Requirements
 Self-dependent student with high intrinsic motivation
 Excellent Python Programming Skills
 Basic understanding of Machine Learning and Reinforcement Learning
 First experience with a deep-learning framework (such as TF, PyTorch, JAX)

Start
As of now

Tasks
 Literature research for similar problem formulations
 Formalization as a precise problem statement
 Understanding of existing software
 Method development and validation in simulation
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